
Using EKF tweaks with Sigma Point Kalman
Filters

In Sigma Point Kalman Filters (SPKF, see [Merwe2004]) Weighted Statistical Linear

Regression technique is used to approximate nonlinear process and measurement functions:
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 are covariation weghts,  are mean weights.

This means that approximation errors of measurements may be treated as a part of additive

noise and so we show that in SPKF we can use the following approximation of :
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this enables us to use some EKF tricks such as adaptive correction or generalized linear

models with SPKF.
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